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Introduction
There is little doubt about the great potential, and the disruptive nature of AI. However, in many 
professional areas, there are still debates about when and where AI technologies are appropri-
ate for use, or indeed, whether they are appropriate at all (Floridi et al., 2018). Education is one 
of these areas, where AI technologies and their impact are currently not fully investigated. For 
instance, although there are AI technologies currently available and used to automate evalua-
tion tools in education systems (Moser, 2015), the value of AI used only for automation in edu-
cation systems is questioned (Baker, 2016). There is an emerging need for investigations into the 
potential use and impact of AI technologies in education. We need to explore the ability of these 
systems to cope with the complex social contexts in education, and to serve learners equally 
and equitably as appropriate. We also need to identify the potential unintended consequences 
of these systems. Clearly, whether we will ever attain the level of AI maturity that will enable 
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fully automated systems to be part of everyday activities in education systems is an interesting 
research question in and of its self.

In this regard, there has been significant progress made in multimodal machine learning to 
potentially achieve automation of  complex tasks in social contexts (Baltrušaitis, Ahuja, & 
Morency, 2019). More specifically in learning contexts, there are recent attempts that aim to 
interpret various modalities of  data to automate the evaluation of  complex learning processes 
(Di Mitri et al., 2017), or to automatically predict learning performance from multimodal data 
(Giannakos, Sharma, Pappas, Kostakos, & Velloso, 2019). Such automation is particularly useful 
for the provision of  adaptive support to learners. However, AI systems in education can also be 
used to support human decision-making processes, rather than automating them. AI systems in 
Education should be considered a continuum with regard to the extent they are decoupled from 
humans, rather than only an approach to provide full automation (Cukurova, 2019). As argued 
by Malone (2018), AI systems have the potential to augment human intelligence in machine-hu-
man collaborations as “superminds.” The main question we are interested in this study is, what 
might the augmentation of  human intelligence to create “super educator minds” look like in the context 
of  decision-making in education?

Multimodal machine learning and multimodal learning analytics
Modality can be defined as the type of communication channel used by two agents to convey 
and acquire information that defines the data exchange (Kress, 2009). In this paper, we use two 
modalities. First one is the tabular information collected through psychometrics and surveys, 

Practitioner Notes
What is already known about this topic

•	 There is little doubt about the great potential, and the disruptive nature, of AI in 
Education.

•	 There are key differences in the positioning and purpose of multimodal machine 
learning/AI and multimodal learning analytics.

•	 Many educational constructs are complex and ill-defined so human-decisions on 
them are often intuitive, rather than analytical.

What this paper adds

•	 A case study in which transparent classification models with multimodal data are 
created to support the decision-making process of educators.

•	 The results show that explicit and traceable models can support the complex and in-
tuitive decisions of expert tutors in the context of tutoring.

•	 Multimodal data in models of expert human tutors’ intuitive decisions might lead to 
more accurate classifications.

Implications for practice and/or policy

•	 One potential role of AI in Education is to support advanced reflections and feedback 
on human decision-making processes, rather than automating them.

•	 Transparent models can give educators the opportunity to reflect upon their com-
plex decisions and provide learners with more advanced feedback, particularly on 
ill-defined constructs of education.

•	 Multimodal data collection and analysis is suggested in investigations of complex 
educational constructs.
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the other one is the audio data. Multimodality has been studied for around three decades in 
the context of social semiotics and its potential to help us understand the world around us led 
AI researchers to try and build models that can process information from multiple modalities 
through machine learning and social signal processing (Vinciarelli, Pantic, & Bourlard, 2009). 
The literature on multimodal prediction is rich with examples of audio-visual speech recognition 
(Zhou & De la Torre, 2012); multimedia content indexing and retrieval (Atrey, Hossain, El Saddik, 
& Kankanhalli, 2010), and multimodal affect recognition (D’mello & Kory, 2015; Grawemeyer et 
al., 2017). Learning from multimodal data provides opportunities to gain an in-depth under-
standing of complex processes and, for AI research to make progress, it should focus on multi-
modal AI models that can process and relate information from multiple modalities (Baltrušaitis, 
Ahuja, & Morency, 2019). In multimodal machine learning research, the ultimate aim is to auto-
mate the decision-making process, rather than making it transparent to humans for reflection, 
feedback and learning opportunities.

On the contrary, in educational contexts, multimodal learning analytics (Blikstein, 2013) 
approaches are emerging and providing promising opportunities. For instance, Ochoa et al. 
(2018) recently proposed a multimodal feedback approach for learner reflections based on pos-
ture, gaze, volume and performance data. Within the context of  collaborative learning, Martinez-
Maldonado, Dimitriadis, Martinez-Monés, Kay, and Yacef  (2013) collected data from verbal and 
physical interactions of  students to provide insights into their collaborative actions around table-
top computers. Similarly, Di Mitri et al. (2017) investigated the potential of  multimodal data from 
Fitbit wristband and computer logs to predict learners’ self-regulation performance. In the context 
of  project-based learning, Cukurova, Luckin, Millán, and Mavrikis (2018), and Spikol, Ruffaldi, 
Dabisias, and Cukurova (2018) collected data from learners’ hand movements and head direc-
tion to predict their success in open-ended design tasks. In the area of  professional development, 
Echeverria, Martinez-Maldonado, Power, Hayes, and Shum (2018) used sensor data to capture 
trainee nurses’ interactions during healthcare training and created visualisations of  their inter-
action and movements for effective reflections. From the educators’ point of  view, Prieto, Sharma, 
Kidzinski, Rodríguez-Triana, and Dillenbourg (2018) recently collected eye-tracking, audio- 
visual and accelerometer data of  educators to help them support the management of  classroom 
activities. Although certain tasks and activities might be automated to support learners and edu-
cators, in essence, most multimodal learning analytics approaches aim to provide explicit and 
comprehensible ways of  presenting information to learners and teachers to make them more 
informed in their decisions. This positioning differs significantly from the multimodal machine 
learning approaches that aim to automate the decision-making process itself. Both multimodal 
machine learning and learning analytics approaches are valuable for the advancement of  the 
educational research and practice, and they are not commensurable due to different epistemolog-
ical values driving them (Cukurova, 2018, 2019).

The contribution of  this paper is twofold. First, we present the results of  our investigation into 
the decision-making process of  expert tutors while they evaluate trainees. We illustrate that 
multimodal classification models can support these tutors by making some aspects of  their 
decision-making processes more explicit and traceable, therefore, potentially, subjecting them to 
a more analytical decision-making process. We demonstrate our approach to utilizing a combi-
nation of  non-transparent predictive models and transparent classification models in order to 
exemplify a hybrid AI system in the service of  complex human decision-making in education. 
Second, we compare the accuracy of  unimodal and multimodal models of  expert human tutors’ 
intuitive decision-making processes on the social and emotional aspects of  tutoring while they 
evaluate tutor candidates. We show that multimodality in data leads to more accurate predictions 
in these conditions.
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Decision-making process for humans and transparent systems to potentially 
augment it
Different mechanisms are suggested for the process of decision-making (Evans, 2008), there 
is however, a consensus about the process nature of it. Broadly, there are two categories of 
decision-making processes argued for in the literature. One is mainly associated with heuris-
tic processes that are argued to be operating autonomously and automatically (Kahneman & 
Frederick, 2002). These are processes that function without conscious control and cannot easily 
be accessed for inspection. Furthermore, they can process multiple pieces of information in par-
allel (Betsch & Glöckner, 2010). The other one is mainly associated with analytic processes, that 
are, in contrast, performed step-by-step. The sequence and direction of these processes can be 
deliberatively controlled, and the individual is consciously aware of performing these processes 
and thus able to reflect on them (Betsch, 2008). Intuitive decision-making is faster and less 
effortful, but as a result it is subjected to decision biases, which makes the outcomes suboptimal 
or simply wrong (Evans, 2003; Kahneman, 2003). In contrast, the analytical decision-making 
is more slow, deliberative, reflective, has more normative outcomes (Evans, 2003) and is able to 
guard us against biases in intuitive decision-making (Kahneman & Frederick, 2002).

Based on these descriptions of  two categories of  decision-making processes, the decision-making 
process of  the so-called “good old-fashioned” AI technologies that require explicit representa-
tion of  knowledge and well-defined goals, and that use transparent modelling approaches (ie, 
Bayesian Knowledge Tracing (Corbett & Anderson, 1994) or more traditional statistical model-
ling approaches such as logistic regression), may be considered as analytical processes. Compared 
to more modern approaches, these approaches are limited in terms of  what types of  knowledge 
and distributions they can model (Khajah, Lindsey, & Mozer, 2016). However, arguably, their most 
significant advantage is that they are understandable by humans (Russell & Norvig, 1995). These 
are transparent approaches that are often implemented step-by-step. When they are investigated, 
it is relatively easy to trace the origin of  each output and to understand what is the weight given 
to each input and whether it has been contributing to the decision-making process of  the model. 
As these models require a good level of  understanding of  the process that is being modelled, they 
also have the potential to provide opportunities for humans to better understand the processes 
themselves, therefore can be utilized to support the decision-making processes of  educators.

In education and training settings, some constructs, particularly those that relate to so-called 
21st-century skills, and/or social and emotional learning, are neither well-defined nor are they 
widely understood. Concepts such as creativity, empathy, self-awareness, social awareness or 
ethical responsibility can all be considered as ill-defined constructs within education. Even some 
fairly well-defined, studied and understood constructs such as collaborative problem solving 
(CPS), when considered as generic skills, are extremely complex skill sets (Scoular, Care, & Hesse, 
2017). They should be considered as “a bundle of  skills, knowledge and abilities that are required 
to deal effectively with complex and dynamic non-routine situations in different domains” (Funke, 
Fischer, & Holt, 2018, p. 42). Therefore, it is safe to assume that educators sometimes find them-
selves in situations where they make intuitive decisions while evaluating complex constructs. 
Based on this assumption, our first hypothesis is that the analytic nature of  transparent models can 
support educators in their intuitive decision-making processes about some of  the ill-defined constructs of  
learning.

Additionally, we also know from the existing literature that, that multiple modalities of  informa-
tion, improve the decision-making process by influencing both the speed and the accuracy of  
decisions in humans (Ratcliff, Smith, Brown, & McKoon, 2016) and animals (Kulahci, Dornhaus, 
& Papaj, 2008). Therefore, our second hypothesis is that multimodal data in decision-making processes 
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might increase the accuracy of  classification decisions. These two hypotheses generated from the liter-
ature on decision-making processes are the core of  our two research questions.

1.	 How can analytic classification models support the intuitive decision-making processes 
of expert tutors while they are evaluating tutor trainees?

2.	 What are the relative accuracies of unimodal and multimodal models in classifying tutor 
trainees?

The context of the study and the intuitive decision-making process investigated
The decision-making process we studied is in the context of evaluating the performance of people 
who have applied to become a tutor for an education organisation that offers tutoring in debating 
skills to school students. The evaluation is based on the performance of candidates whose academic 
achievements are reflected in their CV. Initially, we elicited knowledge from the expert debate 
tutors who currently conduct the evaluation of applicants using observations and interviews over 
a three-month period. We identified that there were predominantly two essential domains for the 
evaluation of tutors: candidates’ social and emotional skills, and their tutoring skills. Frequently 
emerging themes within the domain of social and emotional skills for the “expected candidates,” 
were social interactivity, engagement, emotional intelligence and appropriate encouragement/
praise of others. Skills such as the use of contingent tutoring techniques, appropriate pitching 
and management of the students were considered as essential for tutoring skills. In addition, the 
expert tutors identified the “style” (eg, persuading and engaging), professionalism (use of appro-
priate vocabulary and manner of debating), content (specific debating techniques) and strategy 
(eg, relevance and clarity of the argumentation) as essential elements of debating.

During the evaluation process, three different expert tutors independently used these criteria to 
give each candidate a score ranging from 1 to 5; where 1 and 2 designate an excellent debate 
tutor, who can generally be placed at any school, 3 is used for those who are acceptable, but might 
need some further training, and 4 and 5 are not desirable debate tutors who need in-depth train-
ing. Following the independent scoring, in cases of  a discrepancy among experts, the evaluators 
negotiated the scores and reached a consensus. Some of  the criteria mentioned by the expert 
tutors were evaluated through an analytical decision-making process with rubrics such as the 
content and strategy of  candidates’ debates. However, the discussions conducted by expert tutors 
revealed that many other skills were judged through an intuitive decision-making process, where 
expert tutors relied upon their experience and observational clues. When we questioned expert 
tutors on what they think makes a good tutor with respect to these social and emotional aspects, 
they all struggled to define these constructs or break what they were looking for into smaller 
observable constructs. As one expert tutor put it, “when you see one, you know they are a great 
debate tutor.” In order to get more insights into such intuitive decision-making processes, we also 
analysed the evaluation notes of  expert tutors about the candidates. As can be seen below, the 
concepts used to justify scores given are neither well-defined, nor well-understood.

Notes taken by expert tutors to justify their 
scores on social and emotional skills of the 
new candidates observed.

Energetic, engaging, Good sense of humour, 
Good audience interaction, Not inspiring, Very 
confident, academic, Friendly, nice and fun, 
Teaching oriented, Cool vibes, Needs more 
interactivity, Kids will like her, Seems socially 
awkward, Controlled class well, Very interac-
tive, Good commitment and effort, A bit shy, 
High energy, Authoritative, Sweet
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It is very hard for humans to untangle this knot of  knowledge, skills, emotions and perceptions 
on the ill-defined constructs of  education contexts due to their intuitive nature. On the contrary, 
in transparent systems, the decision-making processes are analytical types by definition. In these 
models of  decision-making, it is possible to trace the modality origin of  each trace and cue, what-
ever the source of  information input and to understand what is the weight given to this modality 
in the model, and to what extent it has been contributing to the decision-making processes.

Methods and sample
We initially undertook a review of the learning sciences literature on debate tutoring skills, with 
the purpose of identifying potentially relevant data sources for a classifying model of the intu-
itive decision-making processes of expert tutors, Based on the literature review, we identified 
relevant psychometric measures of effective debate tutoring including the following personal 
characteristics: temperament, emotional intelligence, charisma and several personality traits 
(extraversion/introversion, neuroticism/emotional stability, openness, conscientiousness). In 
particular, temperament was represented by two dimensions—social closeness and social anger, 
that are assessed by the Adult Temperament Questionnaire (ATQ; Evans & Rothbart, 2007). We 
used empathy as a representative of the emotional intelligence, the measurement of which was 
adapted from the Trait Emotional Intelligence Questionnaire (TEIQue- SF; Petrides, 2009). The 
charismatic abilities are examined by the General Charisma Inventory (GCI; Tskhay, Zhu, Zou, 
& Rule, 2018). Finally, the reflection of the tutors on their abilities to follow plans and commit-
ments were assessed by items utilized from the Big Five Inventory (BFI; John & Srivastava, 1999). 
These personal characteristics aim to reflect the candidates’ social and emotional capabilities, 
specifically, testing their ability to develop social connections, be orientated to communicate and 
readiness to be exposed to a large volume of social interaction, along with abilities to empathy 
and emotion control that are all crucial in the context of debate tutoring. Furthermore, we added 
two items about candidates’ previous experience in debating and tutoring. The questionnaire 
was filled in by 127 candidates.

In order to collect data on the emotional traits of  tutor candidates, we collected audio record-
ings of  47 candidates. To analyse the audio data, we used OpenSMILE’s prediction models. 
OpenSMILE is an open-source software for automatic extraction of  features from audio signals 
and for classification of  speech and music signals. It extracts audio features such as shimmers 
(auditory spectra), loudness, formant frequencies and bandwidths. It then uses audio analy-
sis algorithms to infer on the speaker’s interest level, emotional and affective states and traits. 
For example, anger is typically characterized by fast speech rate/tempo, high voice intensity/
sound level, much voice intensity/sound level variability, much high-frequency energy, high 
pitch level and variability, rising pitch contour, fast voice onsets/tone attacks and microstruc-
tural irregularity (Juslin & Laukka, 2003). OpenSMILE’s models are trained on voice record-
ings and annotated for emotions, affections and more by humans. Specifically, in this paper, 
we have used 16 voice-based emotion features. These include seven classes of  basic emotions 
(Anger, Fear, Happiness, Disgust, Boredom, Sadness, Neutral) according to the Berlin Speech 
Emotion Database (EMO-DB) (Burkhardt, Paeschke, Rolfes, Sendlmeier, & Weiss, 2005), the 
Airplane Behavior Corpus (ABC) (Schuller, Arsic, Rigoll, Wimmer, & Radig, 2007) with six affec-
tions (Aggressive, Cheerful, Intoxicated, Nervous, Neutral, Tired) and the Audio Visual Interest 
Corpus (AVIC) with three levels of  interest (passive, neutral and strong interest levels) (Schuller, 
Steidl, & Batliner, 2009). To clean the audio data, we omitted windows that are smaller than 
1600  ms, computed SD for each variable/candidate, omitted samples outliers, and computed 
mean values without outliers.
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Data preparation
In order to reduce the large set of variables into a smaller set of components, that account for 
most of the variance in the tailored questionnaire variables, a principal components analysis 
(PCA) was run on the data from the 22-question questionnaire. Inspection of the correlation 
matrix showed that two variables: social closeness and rare social anger, had no correlation coef-
ficient greater than 0.3, thus they were removed from the PCA. The 20 variables remaining had 
at least one correlation coefficient greater than 0.3 (KMO = .791, Barlett’s sphericity was signifi-
cant p < .0005). PCA revealed five components that had eigenvalues greater than one and which 
explained 29.728%, 10.847%, 9.159%, 7.458% and 5.683% of the total variance, respectively. 
Visual inspection of the scree plot indicated that four components should be retained (Cattell, 
1966). In addition, a four-component solution met the interpretability criterion. So, four com-
ponents were retained. The four-component solution explained 57.193% of the total variance. A 
Varimax orthogonal rotation was employed to aid interpretability. The rotated solution exhib-
ited “simple structure” (Thurstone, 1947) with strong loadings of

1.	 Extraversion, outgoingness, and leadership items on component 1, which we will call 
the extrovert leader factor.

2.	 Charisma, enthusiasm and the tendency to make people comfortable items on component 2, 
the charismatic factor.

3.	 Assertiveness, organization and the tendency of being influential items on component 3, the 
assertive organized factor, and

4.	 Neuroticism, non-assertiveness items on component 4, the neurotic factor.

Figure 1 shows a radar chart of the median value of each of the four factors, for the three score 
categories.

There was insufficient data to implement a similar PCA approach for the audio data. However, 
we omitted highly correlated variables from the data. Our data sets were generally not normally 
distributed, therefore, we have used a Spearman ranking correlation tests, based on which vari-
ables were omitted:

Figure 1:  Significant components accounting for most of the variance of the designed questionnaire [Colour figure 
can be viewed at wileyonlinelibrary.com]

www.wileyonlinelibrary.com
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neutral interest, since it is negatively correlated with strong interest r = −0.958 p < .005, and 
happiness since it is highly correlated with anger 0.892 p < .005. In the literature, there is evi-
dence that affective dimensions are interrelated in a highly systematic fashion (Russell, 1980) 
and, here, it is not possible to assert from openSMILE’s predictive models whether the score a can-
didate is given is because they are “angry” or “happy.” Therefore, we used the common denom-
inator of  two emotions, and labelled this merged factor as “arousal” (Russell, 1980). In order to 
be able to make comparisons on the accuracy of  unimodal and multimodal models and answer 
our second research question, we used only the set of  41 candidates who had a clear human deci-
sion-making output (their final score), audio sample, and a full survey.

Results
Initially, to ensure that the different variables originating from different modalities of data inves-
tigated in this study actually do explain different constructs, we created a correlation matrix 
of all the variables investigated. Figure 2 shows that there are many and significant in-modal 
correlations, however, very few and non-significant inter-modal correlations. This information 
suggests that different modalities of data used in this research bring in different input to the 
classification model built.

Predicting the intuitive decision outputs of expert tutors from various data inputs
We used multinomial logistic regression to classify the scores of the candidates. Table 1 shows 
the results of the model built with just the two experience variables. The model’s goodness of fit 
shows that the model fits the data well χ 2(df = 14) = 10.73, p = .707. However, the model’s fitting 

Figure 2:  Correlation matrix of the variables from the survey, audio data and the previous experience on debating 
and tutoring [Colour figure can be viewed at wileyonlinelibrary.com]

www.wileyonlinelibrary.com
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information shows that the full model does not significantly predict the score, not better than the 
intercept-only model.

Table 2 shows the results of  just audio variables. The model’s goodness of  fit shows that the model 
fits the data well χ 2(df = 56) = 61.63, p = .282. Moreover, the model’s fitting information shows 
that the full model significantly predicts the score, better than the intercept-only model alone 
χ 2(df = 24) = 41.72, p = .014. In the likelihood ratio tests, Interest – passive χ 2(df = 2) = 15.33, 
p = .001, Emotion – arousal χ 2(df = 2) = 9.06, p = .011, Affect – nervous χ 2(df = 2) = 20.19, 
p = .001, Affect – aggressive χ 2(df = 2) = 8.40, p = .015 were found to be significant in the clas-
sification model.

Table 3 shows the results of  the model with survey  +  experience. The model’s goodness of  fit 
shows that the model fits the data well χ 2(df = 56) = 61.13, p = .297. However, the model’s fitting 
information shows that the full model does not significantly predict the score.

As can be seen in Table 4, when classifying the candidates data including the survey variables, 
the two experience variables and two of  the significant audio variables, affect nervous, and 
emotion arousal variables, the model’s goodness of  fit shows that the model fits the data well 
χ 2(df = 52) = 48.56, p = .610. Moreover, the model’s fitting information shows that the full model 
significantly predicts the score, better than the intercept-only model alone χ 2(df = 28) = 47.05, 
p  =  .014. Considering our small sample size, we could not add more audio variables to the 
model, since it would cause it to overfit. In the likelihood ratio tests, the extrovert leader factor 
χ 2(df = 2) = 11.08, p =  .004, the assertive organized factor χ 2(df = 2) = 13.03, p =  .001, the 
neurotic factor χ 2(df = 2) = 8.2, p = .017, the social closeness survey item χ 2(df = 2) = 11.50, 
p  =  .003, the social anger rare survey item χ 2(df  =  2)  =  7.35, p  =  .025, tutoring experience 
χ 2(df = 6) = 14.38, p = .026, debating experience χ 2(df = 6) = 21.92, p = .001, the nervous affect 
χ 2(df = 2) = 19.92, p =  .001 and the emotion arousal χ 2(df = 2) = 19.92, p =  .001 variables 
were found to be significant in the classification model. As can be seen, when two audio variables 
(affect nervous and emotion arousal) were added to the model, the value of  other variables has 
become significant in the classification outputs. Specifically, it was found that candidates who 
were given 3 by expert tutors are more likely to show higher level of  arousal relatively to those 
who scored 1 and 2 (p  =  .042, B  =  78.34) and are less likely to show signs of  being nervous 
(p = .014, B = −426.697), where these differences were not significant between those who scored 
4 and 5 and those who scored 1 and 2.

Discussion
The results reported here illustrate that transparent classification models of expert tutors’ intu-
itive decision-making about trainee tutors’ social and emotional skills can potentially be built 
with the help of relevant multimodal data. Transparent decision-making models can be utilized 

Table 1:  Classification based on two experience variables

Observed score

Estimated score

Per cent correct1/2 3 4/5

1/2 0 9 0 0.0
3 0 22 0 100.0
4/5 0 10 0 0.0
Overall 0.0% 100.0% 0.0% 53.7
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by expert tutors to reflect upon their own decision-making processes enabling them to provide 
better feedback to trainees’ about their evaluations to trainees. In order to exemplify the value 
of transparent models to support the expert tutors’ decision-making process, we will now detail 
a specific candidate’s evaluation. The trainee Jane (pseudonym) was initially scored 3 by the 
expert tutors, which is a score that represents a trainee who is acceptable, but might need fur-
ther training to become a tutor. First, she was predicted by the model presented in Table 3 (ie, a 
model not taking into account the audio analysis) as a 4/5 tutor, which means, that according 
only to her previous experience and her personality data, without taking into account the voice 
modality, she would have been found not to be suitable to serve as a tutor. However, using the 
multimodal model at Table 4, which takes the voice modality into account, she was accurately 
predicted to be a score 3 level trainee.

In the case of  Jane, the qualitative notes taken by the expert tutors to justify their decision about 
the social and emotional aspects of  tutoring were very intuitive and were not detailed enough 
to provide the candidate with an appropriate feedback. They were neither explicit enough for 
expert tutors to reflect upon their own decisions. For example, one tutor evaluator noted about 

Table 2:  Classification based on audio variables

Observed score

Estimated score

Per cent correct1/2 3 4/5

1/2 8 1 0 88.9
3 2 15 5 68.2
4/5 0 3 7 70.0
Overall 24.4% 46.3% 29.3% 73.2

Table 3:  Classification based on two experience variables and the survey variables

Observed score

Estimated score

Per cent correct1/2 3 4/5

1/2 4 5 0 44.4
3 3 17 2 77.3
4/5 1 8 1 10.0
Overall 19.5% 73.2% 7.3% 53.7

Table 4:  Multimodal classification, based on the experience, survey and two of the stronger predicting variables

Observed score

Estimated score

Per cent correct1/2 3 4/5

1/2 8 1 0 88.9
3 1 19 2 86.4
4/5 0 4 6 60.0
Overall 22.0% 58.5% 19.5% 80.5
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the candidate that “She has good vibes and kids will like her in the classroom.” In contrast, the 
multimodal model in Table 4 was able to more transparently open up this intuitive decision of  
“good vibe,” and propose possible explanations about what it is exactly about Jane’s collected 
data that contributes to Jane’s score. The explicability embedded in the analytical nature of  the 
classification models built, provides educators with the opportunity to track and monitor each 
factor’s contribution to the decisions made. For example, Jane’s level of  arousal as spotted by the 
audio analysis can be utilized as a feedback tool for Jane to reflect upon (Figure 3). Similar to the 
arousal emotion, other factors that were found to be significant in the likelihood ratio tests of  the 
multimodal data model (see the last paragraph of  the results section). All of  these features can 
be utilized for effective feedback and reflection opportunities. Additional information through the 
analysis of  complex audio data with openSMILE’s prediction models and their combination with 
the transparency of  the multimodal regression model have the potential to make expert tutors 
more informed in their decisions.

Therefore, returning to our first research question, it is possible to argue that classification mod-
els can potentially support the intuitive decision-making processes of  expert tutors while evalu-
ating tutors, through making the processes more transparent yielding better educator reflection 
and advanced feedback for learners. Here, the value of  the multimodal classification models built 
is not necessarily in their ability to accurately classify trainee tutors. In this sense, the area of  
multimodal machine learning is making significant progress in building better models that can 
automatically predict and classify human behaviours (Baltrušaitis, Ahuja, & Morency, 2019). 
However, with regard to supporting the human decision-making processes in complex educa-
tional contexts, there might also be value in approaches that can combine the power of  mod-
ern AI approaches with more limited yet transparent approaches. This is not to criticise modern 
“black-box” modelling approaches such as deep learning or machine learning as they provide 
excellent opportunities to generate insights from complex data (Khajah, Lindsey, & Mozer, 2016). 
Yet, our intention is to argue that there is value in the careful match of  the modelling approaches 
with the objective of  the model. In this study, we used non-transparent prediction models of  
openSMILE to predict the emotional traits of  tutor candidates based on their audio data, and 

Figure 3:  Levels of the component operationalising arousal in OpenSMILE’s audio analysis [Colour figure can be 
viewed at wileyonlinelibrary.com]

www.wileyonlinelibrary.com
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we used transparent logistic regression models to identify exactly what personality, emotion and 
experience traits lead to effective debate tutoring skills. Predictive models were very powerful to 
make sense of  complex and non-linear audio data, whereas the transparent regression models 
were valuable to identify key aspects for tutors to reflect upon their own decisions and provide 
tutor candidates with feedback on their performance.

Our second research question was to investigate the relative accuracy of  unimodal and multimodal 
models to classify trainee tutors. The results show that the accuracy of  the models built increases 
with multimodal data. There are a number of  possible mechanisms to explain the increased accu-
racy of  the classification models. As suggested in our correlation matrix (Figure 2), it might be 
the case that different data modalities are effective at providing information on different dimen-
sions of  the multidimensional constructs evaluated by expert tutors, so multiple modalities would 
lead to an increase in overall performance. Based on these results, we argue that the richness 
and complexity of  human decision-making can potentially be better interpreted, evidenced, and 
supported with rich, multimodal data. Similar results are also echoed in multimodal machine 
learning research in educational contexts (Giannakos et al., 2019). Furthermore, relatively easy 
access to large volumes of  data produced through the use of  digital technologies that are large 
in volume, even for single learners, provide us many opportunities to collect multimodal data 
to support human decision-making processes. We argue that such large-volume, heterogeneous 
and complex data, when combined with different modelling approaches, can potentially help us 
to shed light on and support complex human decisions in a holistic manner.

Limitations and future studies
The research reported here has been conducted in a particular context with a relatively small 
sample size of 127 candidates, from which 41 were subjected to the multimodal classification. 
Multimodal data would naturally result in a large number of features for use in modelling, which 
ideally require a respectively large number of observations to avoid overfitting. In particular, we 
had limited data from trainees who scored 4 or 5, which might have affected the accuracy of our 
classification models. Therefore, any conclusions we draw about effective debate tutor features 
should be approached with caution. Moreover, the prediction ability of openSMILE models used 
isn’t perfect. As detailed in the data preparation section, “happiness” feature is highly correlated 
to “anger”; potentially due to shared high arousal and opposite valence (Russell, 1980). openS-
MILE models employed here were not able to detect such differences. Thus, the outputs created 
from the predictive models of openSMILE should also be interpreted with caution. Furthermore, 
while our results show the value of multimodal models in classifying the outputs of intuitive 
decision-making processes in the context of debate tutoring, carefully designed future studies 
are needed to distinguish the value of different modality’s value for different decision contexts. 
We chose debate tutoring context as a case study, as it frequently required tutors to take intui-
tive decisions and it lacked clear standards for evaluating “success.” A similar approach can be 
used in other relevant educational settings. In the future, we also aim to study the value of such 
multimodal approaches to support the decision-making processes of educators with qualitative 
investigations to get better insights into their potential value to educators and learners. More 
specifically, we are interested in studying the value of different decision support tools in educa-
tional settings. We aim to set up a series of studies looking at the adoption of such decision sup-
port approaches by tutors. Future studies should focus on what decisions do educators expect to 
be supported with learning analytics and AI in different educational contexts? To what extent 
they are expecting the decisions on these tasks to be automated by modelling approaches? as 
well as investigations on how data from such systems should be visualized and presented back to 
educators and students for advanced reflections and feedback?
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Conclusion
In this paper, we present the results of a case study in which we have combined predictive and 
transparent models to support the human decision-making processes involved in tutor trainee 
evaluations. Our results showed that models with multimodal data can accurately classify tutors 
and have the potential to support the intuitive decision-making of expert tutors in the context 
of evaluating trainee applicants. Through the analysis of multimodal data, collected in situ to 
investigate the social and emotional aspects of debate tutoring, our aim was to exemplify a 
potential approach to utilising AI in the service of complex human decision-making. This “sub-
servient” role of AI that feeds into more transparent analytics interpreted by humans might be 
more valuable for educational contexts than the current discourse on AI as a human-replacing 
technology.
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